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R&D productivity rides again?
Dennis Lendrem,a* Stephen J. Senn,b B. Clare Lendrem,a and John D. Isaacsa

A recent analysis of R&D productivity suggests that there are grounds for ‘cautious optimism’ that the industry ‘turned the
corner’ in 2008 and is ‘on the comeback trail’. We believe that this analysis is flawed and most probably wrong. We present an
alternative analysis of these same data to suggest that the industry is not yet ‘out of the woods’ and suggest that many of the
systemic issues affecting pharmaceutical R&D productivity are still being resolved. Copyright © 2014 John Wiley & Sons, Ltd.
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1. INTRODUCTION

There has been considerable speculation regarding the contin-
ued fall in R&D productivity within the pharmaceutical industry
[1–6]. Once again, the fall in new drugs approved by the FDA
from 39 in 2012 to just 27 in 2013 has raised the issue of phar-
maceutical R&D productivity. Recently, Schulze et al. presented
an assessment suggesting that R&D productivity is in a state of
recovery [7]. They present data suggesting that the number and
aggregate peak sales value of new therapeutic drugs (NTDs) are
on the increase. While describing their analysis as grounds for
cautious optimism, they conclude that R&D productivity ‘turned
the corner’ in 2008 and describe recent data as evidence that the
industry is ‘on the comeback trail’.

We believe the evidence for such a ‘recovery’ is at best weak
and most probably wrong.

In particular, the analysis relies heavily on expected peak sales
of NTDs. Although peak sales for earlier approvals (pre-2002) are
actual peak sales achieved, those for later approvals are pro-
gressively forecast-based using analyst projections of peak sales.
Because peak sales typically show a 10-year lag from product
launch, this means that estimates of peak sales for later years are
increasingly uncertain. Estimates of peak sales for 2013, for exam-
ple, are based upon expected future sales in 2023. Such estimates
are likely to be subject to optimism bias [8–10].

Although analyst projections may have improved in recent
years, and the authors express confidence that these projec-
tions are likely to underestimate subsequent actual peak sales,
they present no evidence to support this—despite other analyses
reporting the remarkable unreliability of pharmaceutical analyst
projections [11].

Instead, we focus on R&D productivity measured as the num-
ber of NTDs per $US billion R&D spent per annum. This analysis
supports a rather different, and more sober, interpretation of
pharmaceutical R&D productivity.

2. REANALYSIS

R&D output in terms of the numbers of NTDs has remained rela-
tively constant throughout the period 1990–2013. The exception
was 1996 when there was a marked increase in the number of
NTDs following changes to the FDA review process relating to the

introduction of the Prescription Drug User Fee Act. Upon exclud-
ing this year, all the data points fall within statistical control limits:
the variation in the number of NTDs is no greater than expected
given the annual variability in R&D output [12], (See Figure 1).

Indeed, excluding this year, the mean number of registrations
is 30.7 and the variance is 29.5, which is entirely consistent with
Poisson variability. We believe that R&D output has been disap-
pointing, but relatively constant, during this period.

In contrast, R&D spending has increased significantly over this
same period [7]. Using the R&D costs data in Schulze et al. Supple-
mentary Information S2 (Aggregate industry spending on research
and development) [7], we calculated the annual number of NTD
per $US billion R&D spent (see Figure 2).

Figure 2 shows a marked decline in R&D productivity as mea-
sured by the number of NTDs per $US billion R&D spent per
annum. Although the industry has taken steps to curb annual
R&D spending—currently around $US140bn per annum—this fall
in productivity is largely attributable to the tenfold increase in
inflation-adjusted R&D costs during this period [7].

3. COMMENT

Escalating pharmaceutical R&D costs are the dominant feature of
R&D productivity during the period 1990–2013. This rise in phar-
maceutical R&D costs may be attributable to a number of factors.
These include increased societal risk aversion with its attendant
regulatory burden and strategic changes in pursuit of high risk
projects as the pharmaceutical industry seeks high value indica-
tions to recover increasing pharmaceutical R&D costs. However,
these rising costs may be attributable, at least in part, to an
increase late-stage attrition costs arising from historical changes
to the drug development process [13–16].

In the wake of the re-engineering movement of the 1990s,
the pharmaceutical industry focused (almost exclusively) on max-
imizing development speed to increase R&D productivity [17].
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Figure 1. Individual statistical process control charts for the number of NTDs from 1990 to 2013. Values within the upper and lower statistical control limits (UCL and LCL)
suggest that R&D output was in a state of control. With the exception of the sharp increase in approvals in 1996—assignable to FDA regulatory process changes following
the introduction of the Prescription Drug User Fee Act—the number of NTDs remains within control. Upon excluding the 1996 value, all values fall within the revised control
limits. In fact, the mean (30.7) is almost identical to the variance (29.5) as we might expect for a random process with Poisson variability.

Figure 2. Pharmaceutical R&D Productivity 1990–2013. R&D Productivity is expressed as the number of NTDs per $US billion R&D spent per annum. Although R&D output,
measured as NTDs, remained relatively constant during this period, inflation adjusted R&D costs increased tenfold giving rise to the marked decline in the overall R&D
Productivity during the period 1990–2013.

Although such development speed initiatives led to a signifi-
cant reduction in the time taken to get successful molecules
to market—halving cycle times for successful molecules in the
period from 1990 to 2001—this may have been at the expense of
increasing the cost of terminating unmarketable molecules. The
misguided pursuit of maximum possible development speed may
have harmed the entire drug development process.

At the time, some observers [18,19] commented that placing
development activities in parallel in order to reduce the cycle
time of successful molecules, risked increasing R&D burn rates,
increasing late-stage attrition, reducing R&D productivity, precipi-
tating a pharmaceutical R&D productivity crisis [18–22]. As a result
of these changes, the pharmaceutical industry simply became
really slick at delivering late-stage failures to the market place. By
turning the development process from a largely serial process to
a highly parallelized process, the industry lost opportunities for
early termination of unsuccessful molecules before they incurred
substantial late-stage development costs. Losing this, the options
value, was a disaster for the pharmaceutical industry leading to
an inevitable increase in late-stage attrition and increased R&D
costs [20].

Counter-intuitively, such development speed initiatives may
even have reduced R&D productivity. Minimizing the cycle time
of successful molecules may lead to an increase in the expected
time to marketing authorization approval and a fall in R&D
productivity—the Development Speed Paradox [18,22].

The realization that it is more important to do the right science
than to do the wrong science quickly has prompted a complete
re-think of the discovery and development process [1,2,15,16].
Ultimately, development strategies directed at (a) preventing
marginal or failing projects from entering development (b) build-
ing more opportunities to terminate unsuccessful molecules ear-
lier in the development process are likely to restore the option
value, reducing R&D costs and driving future improvements to
pharmaceutical R&D productivity.
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